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Abstract  

Artificial is usually used by heart failure patients with left ventricular failure. Than those where 

the disease is left ventricular failure, the most common heart disease in recent years is the other 

auxiliary equipment for the human heart than considered and used. In this paper, for the first 

time, the uncertainty of the parameters of the system is considered and the range of stabilized 

parameter uncertainty which return control feedback to the stabilization of the system is 

calculated. The sensitivity of optimization algorithms to the uncertainties of system parameters 

are compared and evaluated. The cost function used was based on the model and control method 

of sampling the pump and the combined statements of speed fluctuation and output functions of 

the initial cost is presented. In simulation, the effect of controlling these two methods and Akfa 

sensitivity to parameter changes is compared. 
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1. Introduction 

The results show that cardiovascular disease is the major cause of death in men and women 

worldwide [1]. Heart failure is a progressive and chronic disease that its symptoms and effects 

lead to some limitations in the patients’ normal life and affect their life quality over time [2]. 

Realistic prosthetic heart of the current model, the drawbacks such as large size, short lifespan, 

the different shape of the pulse, blood pressure, battery problems, blood clots, which appear to be 

rejected [3]. LVAD can be used for: 1- No need for removal of normal heart when using LVAD, 

2- the proper function of the right ventricle in most cases, 3- not to interfere of normal heart rate, 

4- Convenient control of physiological conditions, 5- possibility of retrieving heart naturally 

after using LVAD, 6- convenience, low cost and high reliability of LVAD, 7- using normal heart 

function as a backup in case of LVAD failure [4]. To increase the efficiency of LVAD, it is the 

consumption of an energy source that reduces noise and increases accuracy of this system [5]. So 

far, efforts have been made to improve the performance of the LVAD [6]. In 2005, conditions of 

a cardiovascular system combined with the pump was provided in a model. The purpose of this 

model was achieving more stability in design, increasing the controlability of pump speed and 

providing a model to simulate this system [7]. In [8], modeling, parameters estimation and 

control of cardiovascular system also was carried by LVAD in which a PI controller with a cost 

function and three parameters of cardiac output, arterial pressure and left atrium pressure were 

used. In another article the optimal control of the LVAD provided and the cost of the membership 

function, including infarct volume, mean left atrial pressure, MV aorta and Average speed pumps 

were tested, the objective is to minimize changes in function and speed pumps using the 

circulatory model [9]. The new model was introduced in 2011 LVAD based on biopsy was 

underway. Combining the previous controllers was very effective in improving the process of 
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control [10]. However, these methods have limitations such as non-linear changes in flow rate, 

pump speed fluctuations due to heart rate etc. And there is a vast need of improving the 

controlling process. In this paper, we examine the impact of uncertainty on the stability of the 

system. We should firstly mention the previous papers mentioning the uncertainties including 

sliding controllers, adaptive controllers and robust controllers [11]. According to the second part 

of the paper, we will address the current state-based modeling and dynamical equations derived 

in section 3 the effect of uncertain parameters will be studied. In Section 4, the maximum range 

of uncertainties will be investigated. Multiplicative and additive uncertainties will be described 

in Section 5 to determine the range of parameters stability finally using genetic algorithm and 

particle swarm, the optimal controller is carried out in 6. 

 

2. System modeling 

Pump picture can be seen in Figure 1. The system has a stator and a rotor. 

 

 
 

Figure 1: Inside the pump. 
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Cardiovascular system and the model obtained by combining LVAD can be extracted from the 

functional model, shown in Figure 2 [10]. 

 
 

Figure 2: Model of combined cardiac and LVAD. 
 
 
 

3. Extraction of the model’s dynamical equations  

For aortic and mitral valves which are modeled by DM and DA diodes models, there have been 

several cases which are mentioned in Table 1. 

 

                           Table 1 - State of the valve within a heart cycle 
 

Valves Phases 
Aortic Mitral 

Modes 

Isovolumic Relaxation ClosedClosed1 
Filling ClosedOpen 2 

Isovolumic Contraction ClosedClosed1 
Ejection Open Closed3 

Not feasible Open Open - 
 
Using system variables in Table 2, the state space model is expressed in equation (1) [10]. 
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                 Table 2 - Variables circulatory state of the left ventricle model 
 

Physiological meaning (units) Name  Variables 
Left ventricular pressure (mmHg)LVP(t)X1(t) 

Left atrial pressure (mmHg) LAP(t)X2(t) 
arterial pressure (mmHg) AP(t) X3(t) 
aortic pressure (mmHg) AoP(t)X4(t) 

Total flow (ml/s) QT(t) X5(t) 
Pump flow (ml/s) QP(t) X6(t) 

(1)  

The numerical values of the parameters of equation (1) are presented in Table (3). 

                                               Table 3- Model parameters 
 

Physiological meaning Value Parameters 
Resistances(mmHg.s/ml) 

Systemic Vascular Resistance 1 RS  
Mitral Valve Resistance 0.005 RM 
Aortic Valve Resistance 0.001 RA  
Characteristic Resistance 0.0398 RC  
Inlet Cannula Resistance 0.0677 Ri  

Pump Resistance 0.1707 RP 
Outflow Cannula Resistance 0.0677 Ro  

Compliances (ml/mmHg) 
Left Ventricular Compliance Time-varyingC(t) 

Left Atrial Compliance 4.4 CR  
Systemic Compliance 1.33 CS  

Aortic Compliance 0.08 CA  
Inertances (mmHg.s2/ml) 

Inertance of blood in Aorta 0.0005 LS  
Inlet Cannula Inertance 0.0127 Li  

Pump Inertance 0.02177 LP  
Outflow Cannula Inertance 0.0127 Lo  
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In relation (1), r(ξ) denotes the ramp function which is calculated in equation (2).  The constant 

parameter of  is dependent on the pump conversion coefficient, feed voltage and pump 

efficiency. Values  and  are expressed as equations (3) and (4). Rsu is the time-variable  

non-linear resistance and expressed in equation (5).  depends on the scaling factor and  shows 

the suction rate. 

(2)  

(3) R*=Ri+Ro+Rp+Rsu 

(4) L*=Li+Lo+Lp 

(5)  

Although the LVAD system has a high reliability, patients should be still under caring because of 

long-term unreliability against the changes of patient’s body and environmental conditions. This 

means that, the optimum may be changed during the time and one should reoptimize the system. 

The reoptimization is so necessary in the controlling process of sensitive systems such as LVAD. 

In equation (1), there are several parameters which are referred to in table (3). Is referred to, all 

resistances, RS, RM, RA, RC, Ri, Ro may change with environmental conditions. For example, 

increasing the mobility of humans lead to heart rate increase which changes the value of 

resistance RM and RA, heart rate and the change in resistance RS is, as seen in table (3) RS one. In 

this case, the ideal is considered the heart of a patient’s resistance to change. These changes 

affect the resistance Ri and Ro pump are the pump itself is also resistant to indicate that the  

table (3) the RP is shown, the other factors can be concentration, blood pressure, glucose blood, 

age, weight, heat, moisture, and... Noted. To examine the sensitivity of the system to resist 

changes in R* is considered. This resistance includes the resistance Ri, Ro, RP, Rsu is in  

Yazdi, et al., 2013: Vol 1(11)                                                               ajrc.journal@gmail.com 319



American Journal of Research Communication                                    www.usa-journals.com 
 

equation (3) is observed. The model has a linear behavior to the uncertainties, but in some cases, 

the system may be oscillating that may lead to the system interference. This article examines the 

LVAD system optimization with uncertainty for the first time that may be an evolution in the 

system. The control targets have been determined according to the importance of the system’s 

response rate and the settling time in controlling the blood pressure with the minimum overshoot 

and undershoot and using the minimum aortic possible pressure and the left Ventricular to 

decrease the damage. According to changes of biological parameters in diferent human activity 

conditions such as resting, exercising and daily activities, the mean pump speed have to be at the 

optimum state to bear the minimum energy consumption with the maximum efficiency, since the 

suctions over-speed for a short period of time may stop the Ventricular and damage the heart 

muscle. According to the importance of the blood volume and its direct proportion with brain 

stroke, the stroke colume is very impotant and therefore it shoud be optimized. Actually in the 

case of increased blood current, croner arteries – that are under pressure- increase the unnormal 

diastolic aortic pressure leading to increased left venticular pressure that may leave destructive 

effects on diffrent organs such as the eyes, brain and kidney. According to the mentioned targets, 

the cost function is recommended as equation (6): 

(6) Cost=α1OvI + α2 OvE + α3 OvF + α4 UnI + α5 UnE + α6UnF+ α7StI + 
α8StE + α9StF + α10 SV + α11 LAP + α12 MAP + α13 MPS 
 

In which (OvI), (OvE), (OvF) are overshoot in isovolumic, ejection and filling modes 

respectively. (UnI), (UnE), (UnF) are defined as undershoot in isovolumic, ejection and filling 

situations, and (StI), (StE), (StF) are denoted the settling of these three modes. (SV) denotes the 

stroke volume, (LAP) is left atrial pressure, (MAP) is defined the minimum aortic pressure and 

(MPS) is the mean pump speed. According to the importance of the minimization of overshoot, 

undershoot and settling time, the coefficients α1-α9 are chosen accordingly. The coefficients  
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α10-α13 are selected as it is defined in [12]. Considering to cost function, illustrated in (6) and the 

system dynamic equations denoted in (1) – (5), there is a bounded optimizations problem that is 

solved by inteligent optimization algorithms. 

 

4. Calculation of the maximum acceptable range of uncertaint parameters 

In this section, we find the uncertainties range by classifying the parameter uncertainties in two 

different group of multiplicative and additive one. Then for such predefined structures the 

stabilizer feedback controller is designed. Without loose of generality in this paper, we considers 

the uncertainty in a single parameter that may be generalized to multi-parameters without loosing 

the generalization. 

 Consider a system with the following structure: 

(7)  

Where  and  are the additive and multiplicative uncertainty, respectively. According to 

Section 3 in this paper we just consider the R* uncertainty but without loose of generality the 

proposed method can be applied for other uncertain parameters similarly. Adding uncertainty to 

R* in equation (3) R* will be written as:  

(8)   

Equation (8) is summarized as equation (9): 

(9)  

Where  is the nominal value of  and the uncertain part of  is expressed by . 

Substituting  in equation (1) with (8), one can calculated A and C and  and  in equation 

(7). ( ،  
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4.1.  Problem definition 

In this section we present two cases, the uncertainty band for the changes we make to ensure 

sustainability. These lemmas are presented for multiplicative and additive uncertainties, since the 

model parameters uncertainties may have both structures. However according to the fact that the 

present paper only considers the uncertainty in R*, the structure under study in the simulation 

would be of the additive one. 

Theorem 1: Consider a non-linear system described by equations (10) and (11) and assume the 

non-deterministic functions of  and  denoted as the bounded multiplicative and additive 

uncertainties where  and  define the upper bound of   and  norms. 

(10)  

(11)  

(12)  

And it is convenient to make the following assumptions on the system matrices  is 

nonsingular and , then a controller  is found that guarantees lyapunov 

stability, decrease disturbances output gain and find the maximum allowable bound of 

uncertainty (proof: see [12]). 

4.1.1.     Dealing with the uncertainty of the additive uncertainty when multiplicative 

uncertainty is negligible 

If one can ignore the multiplicative uncertainty,  in equation (7) could be omitted and the 

equations (10) to (11) would be expressed as (13) and (14). 

(13)  

(14)  

Theorem 2: consider system (13) holds. Then there exists a state feedback controller u(t) such 
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that  (  is  output gain) if and only if there exists a positive (semi) definite solution for 

algebraic equation (15) such that matrix (16) be stable (all eigenvalues have negative real part) 

(15)  

(16)  

And the feedback controller is as follows (proof: see [13]): 

(17)  

(18)  

 

4.1.2.          Multiplicative uncertainty when dealing with the uncertainty of the additive to 

ignore 

In this section, the maximum uncertainty range within which the close loop system remains 

stable is examined. In this case, the multiplicative uncertainty  is ignored and the relations are 

expressed as equations (19) and (20). 

(19)  

(20)  

(21)  

Theorem 3: for , Suppose: 

(22)  

And let symmetric positive definite matrix Q be the solution of Riccati equation (23): 

(23)  

Then the closed loop system (19) is asymptotically (proof: see [13]). The proposition expressed 

by the uncertainty of the method is theoretically calculated. In this paper, without loss of 

generality, multiplicative uncertainty is considered. 
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4.2.      Description of the LVAD system with multiplicative uncertainty 

The system described in section 3 is expressed in terms of and the B1 range is founded by 

theorem 3 and the calculated B will be compared by the uncertainty bound which is defined by 

simulation results. The controller u(t), in this paper, is calculated based on GA and PSO methods. 

Apply uncertainty the LVAD system of (19) is expressed as equation (24): 

(24)   

Lemma 1- for system (24), with the multiplicative uncertainty  there exists a stabilizer 

feedback controller if  holds. 

Proof: comparing equations (19) and (24) leads to the conclusion that . On the 

other hand, we know that . Now the combination of both 

equations leads to the conclusion that . 

Therefore equation (21) holds. So according to the Theorem 3, there is a stabilizer feedback 

controller for this system. It should be noted that the  value which is calculated for LVAD 

system through theorem 3 is equal to 0.01518. 

5. Determination of the stability range of the uncertain parameters 

After calculating the control parameters of the genetic algorithm and particle swarm, the 

allowable rang of uncertain parameters is determined and compared with the  value obtained 

from Lemma 1. However, the resistance of the control parameter changes in the controller design 
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algorithm is compared to PSO and GA. 

5.1.   Using genetic algorithms to design the optimal controller 

GA is a population based optimization technique which has same advantages such solving bad 

behavior optimization problems which hardly relative to parameters changes, the fast speed of 

searching the large spaces, parallel processing which raises the convergence rate. This algorithm 

can be divided into three modes: A) Reproduction: the greatest individuals of the existing 

population are selected to generate the next population. B) Cross-over: some couples are selected 

from the population to be integrated with each other and exchange the genetic informations.  

C) Mutation: the genetic informations of individuals are changed according to special probebility 

rules to enlarge the searching region. The GA structure is shown in Figure 3. The blending 

method is used to combine the populations [15]. 

 
                                                 

Generate initial population 
randomly 

Simulation and calculation of 
system’s performance indicators 

a) reproduction
b) crossover 
c) mutation

Is termination 
criterion 
fulfilled? 

No

Yes

Optimum solution

Define the cost function and genetic 
algorithm’s variables selection 

                                            Figure 3- GA flowchart. 
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Parameters used in the GA for the LVAD is observed in Table (4).  

5.2. Particle Swarm Optimization algorithm for controller design 

Particle swarm optimization algorithm is a population-based optimization method which was 

proposed firstly by Kennedy and Eberhart [16]. Ease of implementation and high speed are 

advantages of PSO, such as genetic algorithms are evolutionary Dygrrvsh. In recent years a 

variety of topologies for PSO algorithm is proposed such as circular, star and square structures 

[17]. In D-dimensional search space best position of particle is denoted by pi = (pi1, pi2,... , piD) 

and the best position of group is illustrated by g = (g1, g2,... , gD). In the final equation of particle 

speed is defined as follows: 

(25)  

The group particles move from the previous position toward the new one according to  

equation (26):  

(26) x(t +1) = x(t) + v(t +1) 

In equation (25),  is the particle’s inertia coefficient and c1 and c2 are Hook’s elastic 

coefficients which are usually defined by 2. In order to randomize the speed identity, these 

coefficients, i.e. c1 and c2 are multiplied by rand1 and rand2. In the implementation of PSO, the 

value of  is usually decreases as a line from 1 to near zero. In general, the inertia coefficient  

is set as equation (27) [18]. 

(27)  

In equation (27),  is the iteration number,  is the current iteration number,  and 

 are the maximum and minimum inertia coefficients, respectively. Figure (4) shows the 

PSO flowchart.  
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Define the cost function and PSO 
algorithm’s variables selection 

Initial position and speed of particles 
are generated randomly in the search 
space and calculate the cost function 

Convergence
condition 

solution

Computing of the best personal 
experience for each particle and the 

best experience for population 

Comparison of the best personal experience 
with its current value and updating the best 

personal experience for each particle 

Comparison of the best group experience 
with its current value and updating the 
best group experience for each particle 

iter = iter +1 

Calculation of the particle’s speed at the next position 
using the speed equation as 

) 
and displacement equation as  

  

Yes

No

End 

start 

  

Figure 4. Particle Swarm Algorithm Flowchart. 

The parameters used in PSO for the LVAD problem are observed in table (4).  

6. Calculation of the uncertain parameters stability range 

In this section, we simulate the system of figure 2 [10]. In Table 4 Parameters of two intelligent 

algorithms are shown. 
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                                               Table 4 - Algorithms Parameters 
 

 parameter value 

Number of the initial population 20 
Percent of regeneration 50 

Percent of mutation 20 GA Algorithm 

Number of iterations 20 

Number of the initial population 20 
w 0.9 

C1,C2 2 PSO Algorithm 

Number of generation iterations 20 
 

The best value of cost function obtained from GA and PSO are 250.68 and 238.22, respectively. 

The best improvement is related to PSO, which has the lower cost in compare with GA. We place 

the optimal value of parameters in system’s equations. Using these parameters and according to 

equation (1), the optimal value of feedback gain k is obtained by LQR instruction. The region of 

 venation is shown by varmin and varmax which illustrates the maximum and minimum 

allowable values of  R* which remains the stability. For example in isovolumic, in other word we 

should mention that if the R* value changes from   to  the controlling 

gain which is obtained through optimization method can stabilize the LVAD system. As an 

example the value of varmin and varmax in isovolumic, ejection and filling states in absence of 

controller are -0.01 and 0.1 respectively. So we come to the conclusion that the actual allowable 

bound for R* variation from nominal value is 0.01 which is approximately equal to 0.01518 

obtained from lemma 1 previously. As it is show in figure 5 system is so sensitive to R* variation 

and by changing the nominal value system show oscillating behavior and by increasing the  it 

becomes unstable. Figure 6 and 7 shows the values of varmin and varmax for controlled systems, 

where the controller is designed by GA and PSO respectively. As it is mentioned in table (6) the 

controller obtained by PSO leads to the larger bound of allowable . As it is illustrated in  
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table (5) both algorithms keep the overshoot on zero level PSO algorithm decreases the 

undershoot level to -0.0206 which is more effective in compare with GA during isovolomic state. 

In isovolomic state GA is effectively decreases the settling time in compare with PSO which is 

9.3618. As it is mentioned in table (5) the undershoot value in ejection state is similar in both 

algorithms which is equal to -0.386 PSO algorithm enhances the settling time in compare with 

GA, but the enhancement value is negligible considering to table (6) are can come to the 

conclusion that PSO optimal controller is much more robust in compare with the controller 

designed by GA algorithm. 

 

 

 
 

 

Figure 5: Step response of the model equation (1) for all modes of aortic and mitral 
uncertainty in the parameter R*. 
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Figure 6: GA algorithm to optimize the step response for all types of aortic and 
mitral uncertainty in the parameter R*. 

 
 
 

 
Figure 7: Step response for all types of aortic and mitral PSO algorithm to optimize 

the uncertainty in the parameter R*. 
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Table 5 - Comparison between the two approaches outputs Smart 

 Equation (1) 
model 

Genetic 
Algorithm 

Particle Swarm 
Algorithm 

Overshoot 0 0 0 

Undershoot -0.396 -0.364 -0.0206 

Is
ov

ol
u

m
ic

 

Settling time 3.7234 9.3618 60.1347 

Overshoot 0 0 0 

Undershoot -0.382 -0.386 -0.386 

E
je

ct
io

n
 

Settling time 14.7215 15.6077 15.6051 

Overshoot 0 0 0 

Undershoot -1 -1 -1 

F
il

li
n

g 

Settling time 4.4291 18.1295 25.2611 

 

Table (6) - R* parameter range for which the system is stable 

Isovolumic 

Ejection  
Filling 

Equation (1) 
model 

Isovolumic 
Ejection 

 Filling 

Genetic 
Algorithm 

Isovolumic 
Ejection 

 Filling 

Particle Swarm 
Algorithm 

 

7. Conclusion 

In this paper we define the allowable bound for uncertain parameter’s variations. We divide the 

uncertainties to two main groups of additive and multiplicative structures and find the theoretical 

stabilizable bound of uncertainty. Then we compare the robustness of two optimal controller 

designed by PSO and GA algorithms and show that the first one includes larger region of 

stabilizable uncertain variables. We also compare the transient behaviors of output in three 

different LVAD modes which are isovolomic, ejection and filling state. In our future work we 
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will design a robust controller to enlarge the uncertainty bound which keeps the system stable 

and consider different uncertainties which are related to different biological parameters of 

system.  
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